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White & Case LLP has 44 offices across 30 
countries, making it a truly global law firm, 
uniquely positioned to help clients achieve 
their ambitions in today’s G20 world. Not only 
is White & Case a pioneering international law 
firm, it is also one of the oldest US/UK law firms 
in France (opened in 1926), with a history of ex-
cellence. The Paris office has 180 lawyers, in-
cluding 47 partners, who work with some of the 
world’s most respected banks and businesses, 
as well as start-up visionaries, governments 

and state-owned entities. Its TMT practice is 
made up of a large group of dedicated lawyers 
across numerous practices. The practice has 
deep experience with a wide range of technolo-
gies in areas that include both hardware and 
software across a variety of applications, uses 
and deployment, such as data centres, analyt-
ics, communication infrastructure, on-premises 
and SaaS, embedded technologies, internet of 
things, security, privacy and data protection, 
semiconductors and more.
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technologies (ICT) – technology licences, 
e-commerce and social media – as well as in 
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the field of privacy and data protection, 
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relation to international data transfers, 
discovery and investigation procedures, as well 
as compliance with the GDPR. Clara is a 
frequent speaker and author on privacy and 
cybersecurity.
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1. Metaverse

1.1	 Laws and Regulation
While there is no official definition for the 
metaverse and this is mostly a prospective sub-
ject, the notion is used to describe real-time 
online virtual worlds that are deeply immersive 
and often include 3D technologies and avatar 
representations of their users. The metaverse 
may also rely on other Web3 technologies such 
as cryptocurrencies and non-fungible tokens. It 
is sought to be used in a wide variety of areas 
such as gaming, arts, education, and profes-
sional and social activities. For the moment, the 
metaverse mostly raises challenges regarding 
data protection, intermediary services regulation 
and intellectual property. 

The French Minister of Economy recently com-
missioned a report on the metaverse, which was 
published on 24 October 2022 and addresses 
some of the key legal considerations related to 
the metaverse.

Data Protection Implications
The metaverse is likely to raise personal data 
protection issues, as it will involve information 
relating to identified or identifiable individuals. 
Metaverse platforms that are either established 
in France or target data subjects in France will 
therefore have to comply with the General Data 
Protection Regulation (GDPR) and the French 
Data Protection Act of 1978 as amended.

The metaverse will generate an increase in per-
sonal data collection and subsequent data pro-
cessing operations due, among other things, to 
virtual reality headsets and other biometric sen-
sors used to render the user experience more 
immersive. This possibility will, however, have 
to be articulated with the data minimisation prin-
ciple and the security obligation laid by Articles 

5(1)(c) and 32 of the GDPR. Part of this personal 
data may also qualify as special category data 
under Article 9 of the GDPR and health data 
under the French Data Protection Act, result-
ing in the application of a more restrictive legal 
regime. 

Data controllers will also have to find valid tech-
nical solutions to collect data subjects’ freely 
given, specific, informed and unambiguous con-
sent for processing operations that rely on such 
consent as a lawful basis. 

Intermediary Services Regulation Implications
Metaverse platforms will likely qualify as inter-
mediary services subject to the Confidence in 
the Digital Economy Act of 2004, the EU Digital 
Services Act and the EU Digital Market Act of 
2022. Such platforms will therefore have specific 
obligations as well as a particular liability regime 
depending on their exact qualification under 
such laws and their average number of users. 

Intellectual Property Implications
The metaverse is expected to display many 
elements that may be protected by intellectu-
al property, such as copyright or trade marks; 
therefore, it will have to comply with the appli-
cable intellectual property laws governing the 
permitted and prohibited uses of such elements.

On 30 September 2022, the French Higher 
Council for Literary and Artistic Property (Conseil 
Supérieur de la Propriété Littéraire et Artistique 
or CSPLA), an entity responsible for advising 
the Minister for Culture on intellectual proper-
ty matters, published a report on the intellec-
tual property implications of virtual reality and 
augmented reality. The CSPLA also recently 
announced the creation of a committee dedi-
cated to the metaverse. Their report on the mat-



FRANCE  Law and Practice
Contributed by: Bertrand Liard, Clara Hainsdorf, Saam Golshani and Guillaume Vitrich, White & Case LLP 

6 CHAMBERS.COM

ter is expected to be published in July 2023 and 
firstly discussed in plenary session.

2. Digital Economy

2.1	 Key Challenges
The rise of the digital economy has led to the 
adoption of numerous laws in France and the 
European Union in order to govern digital ser-
vices, content regulation and digital markets.

Digital Services and Content Regulation
Digital services and content regulation are cur-
rently mostly ruled by the Confidence in the Digi-
tal Economy Act of 2004 (Loi pour la confiance 
dans l’économie numérique), which transposed 
the EU Directive on electronic commerce of 
2000 and has been frequently amended since 
its coming into force. The Confidence in the 
Digital Economy Act provides the legal regime 
for hosting services, including their particular 
civil and criminal liability regime and their obli-
gations regarding content regulation. The French 
Consumer Code lays down the obligations that 
are applicable to online platforms in their rela-
tions with consumers (eg, pre-contractual duty 
to inform). 

The applicable regime is currently evolving due 
to the recent entry into force of the EU Digital 
Services Act (DSA) of 2022. The DSA establishes 
an EU-wide set of rules for intermediary servic-
es, including online platforms, which imposes 
new obligations and requirements regarding the 
content they host, transmit and make available 
to the public. In this regard, the DSA empowers 
regulators with broad investigative and enforce-
ment powers to deal with non-compliance at the 
national and EU level. The DSA will progressively 
enter into application until 17 February 2024. 
However, since 25 August 2023, the DSA must 

be respected by online platforms and search 
engines with more than 45 million monthly active 
users (“very large online platforms” and “very 
large online search engines”) in the European 
Union (EU).

Digital Markets Regulation
Digital markets are currently mostly regulated 
by general competition law (merger control and 
prohibition of anti-competitive practices). The 
EU Regulation on platform-to-business relations 
(the “P2B Regulation”) was adopted in 2019 to 
impose transparency and fairness obligations 
on online intermediation services and online 
search engines used by business users to pro-
vide goods and services to consumers.

More recently, the Digital Markets Act (DMA) 
was adopted on 14 September 2022 to regulate 
certain very large online platforms (gatekeepers), 
which are important gateways for business users 
to reach end users. The designated gatekeepers 
under the DMA will be subject to a list of ex ante 
obligations and prohibitions.

On 6 July 2023, the European Commission 
published the list of seven companies that have 
identified themselves as “gatekeepers”. Attrib-
uted to digital platforms capitalised to more than 
EUR75 billion on the stock market or with a turn-
over of more than EUR7.5 billion in Europe, the 
concerned platforms will then have to comply 
with the new DMA regulatory framework by 6 
March 2024.

Digital Governance Act 
Like the Data Act, the Digital Governanace Act 
(DGA) is part of the European Data Strategy, pre-
sented by the European Commission in Febru-
ary 2020. This strategy aims to develop a single 
data market by supporting responsible access, 
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sharing and reuse, in compliance with EU values 
and in particular the protection of personal data. 

The DGA was adopted in May 2022 and has 
been applicable since 24 September 2023, with 
a compliance obligation for entities providing 
data intermediation services by 24 September 
2025 at the latest. The text aims to promote the 
sharing of personal and non-personal data by 
setting up intermediation structures and con-
cerns all sectors of activity, public and private, 
without restriction given the nature of the data. 
It includes a framework facilitating the reuse 
of certain categories of protected public sec-
tor data (confidential commercial information, 
intellectual property, personal data); regulates 
the provision and sharing of data services by 
imposing notification obligations (private as 
well as public) and compliance obligations on 
the operators of these services; and develops a 
framework for the voluntary registration of enti-
ties that collect and process data provided for 
altruistic purposes. 

3. Cloud and Edge Computing

3.1	 Highly Regulated Industries and Data 
Protection
Cloud Computing
While there is no official definition of cloud com-
puting, the notion usually covers the use of a 
remote information system, under the control of 
the client on a shared platform. Cloud services 
refer to a variety of services, such as infrastruc-
ture as a service (IaaS), software as a service 
(SaaS) or platform as a service (PaaS). They 
allow a client to switch part or all of its IT infra-
structure and resources to the cloud, rather than 
managing it locally or internally.

Under French law, there is no particular contrac-
tual law category related to cloud computing 
contracts. As such, they are subject to common 
French contract law. Particular attention should 
be given to the content of the contract, nota-
bly regarding data integrity and security, service 
level agreements (SLAs), the clear division of the 
responsibilities of each party, and compliance 
with data protection laws and regulations. In 
addition, the termination of the contract should 
also be anticipated with the use of precise claus-
es such as notice periods, chain termination of 
contracts, reciprocal restitution and reversibility.

In March 2022, the National Cybersecurity Agen-
cy for France (ANSSI) published version 3.2 of 
its certification framework for cloud service pro-
viders (SecNumCloud), to promote a protective 
digital environment in line with technical devel-
opments. The SecNumCloud identifies trusted 
cloud services and provides the service provid-
ers with a label that confirms that the service 
provider complies with the security and regu-
latory standards set out in the framework. In 
particular, the framework ensures that the cloud 
service provider and the respective data that 
they process must be subject to European laws 
in order not to undermine the level of protection 
by them. 

After the opinion of the French Competition 
Authority on the potentially anti-competitive 
practices of 29 June 2023 concerning the cloud 
computing companies, the French Parliament 
adopted the bill “Secure and Regulate the Digi-
tal Space” on 17 October 2023. This law makes 
provision for the interoperability of cloud servic-
es, the prohibition of data transfer fees and the 
time limitation of cloud credits, in particular to 
align with the provisions of the Data Act.
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Cybersecurity Implications
Cloud service providers are qualified as “digital 
service providers” under the EU Directive Net-
work and Information Security (the “NIS Direc-
tive”), which was transposed into French law, 
notably in Law No 2018-133 of 26 February 
2018. As a result, they are subject to specific 
cybersecurity obligations such as carrying out 
risk assessments on their system, taking techni-
cal and organisational measures regarding the 
security of their systems, implementing pro-
cesses for managing security incidents, and, if 
required, notifying the French National Cyber-
security Agency (ANSSI) of any such incidents.

To obtain a certification pursuant to the Sec-
NumCloud, the service providers must comply 
with the security standards set out in the frame. 
Since 2019, France has been engaged in the 
creation of the European certification scheme 
for Cloud providers (EUCS). The new version of 
the SecNumCloud is designed to ensure a very 
high level of certification and works in the future 
as a reference.

Data Protection Implications
Cloud computing services usually involve storing 
and sharing data that may fall within the scope 
of regulations on the protection of personal data. 
Therefore, it is essential that any cloud project 
be compliant with data protection laws and reg-
ulations. As such, the General Data Protection 
Regulation (GDPR) and the French Data Protec-
tion Act of 1978, as amended in June 2019, will 
be applicable to the processing of personal data 
within a cloud project.

Importantly, it will be necessary to assess 
whether the cloud service provider will act as 
data controller or data processor regarding the 
personal data processed by the cloud service. In 
most cases, the cloud provider will be qualified 

as data processor and the client as data control-
ler, but this may vary depending on the nature 
of the processing and the general cloud project. 
In addition, transfer of data outside the EU must 
be carried out only with appropriate safeguards. 
To ensure this, a contractual framework must be 
put in place between the provider and the cli-
ent, which must also address the requirements 
provided for in Article 28 of the GDPR regarding 
data processing.

The new version of the SecNumCloud also pro-
vides guarantees on data protection against 
non-EU legislation. Of particular importance is 
herein the incorporation of the aftermath of the 
Schrems II ruling of the European Court of Jus-
tice. The design of the data protection regula-
tions are compliant with the requirements of the 
Schrems II ruling. The French data protection 
authority, the CNIL, even recommends the use of 
this standard for all data controllers who want to 
guarantee a high level of data protection. 

With the aim of rebalancing competition between 
the various players and strengthening the con-
trol of personal data by the data subjects, the 
DMA prohibits access controllers for certain 
practices including the use of cross-linking of 
personal data from the various services provided 
by the access controller and the registration of 
end users to other services of the access con-
troller in order to combine their data, unless the 
end users consent. The DMA is also intended to 
condition the access and use of the data pro-
vided or generated but also to strengthen the 
transparency obligations on profiling practices.

Additionally, in order to encourage internet users 
to know the realities of IT risks on the sites they 
consult, the French law of 3 March 2022 intro-
duced a cyberscore. Effective since October 
2023, the cyberscore will be displayed on web-
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sites in order to warn the internet user of the 
security of the latter and the data hosted. To 
obtain this cyberscore, companies must carry 
out audits with providers qualified by the ANSSI.

Regulation in Specific Industries
The banking industry is subject to specific provi-
sions regarding cloud computing. Indeed, on 25 
February 2019, the European Banking Authority 
(EBA) adopted new guidelines on outsourcing. 
These guidelines include specific provisions – for 
instance, regarding:

•	the protection of confidentiality and personal 
or sensitive information; and 

•	the need to comply with all legal requirements 
relating to the protection of personal data, 
banking secrecy or confidentiality obligations 
concerning customer data. 

The French supervisory authority for banks 
and insurance (ACPR) has published a notice 
to ensure that these guidelines are followed in 
France.

Finally, the insurance industry is also subject to 
similar requirements. On 6 February 2020, the 
European Insurance and Occupational Pensions 
Authority (EIOPA) published its Guidelines on 
Outsourcing to Cloud Service Providers, which 
provides guidance to insurance and reinsurance 
providers on how outsourcing should be carried 
out to cloud service providers in order to com-
ply with their industry-specific regulations. The 
ACPR has also published notices relating to the 
modalities for the implementation in France of 
the EIOPA guidelines.

Directive (EU) 2022/2555 of the European Parlia-
ment and of the Council of 14 December 2022 
concerning measures to ensure a high common 
level of cybersecurity throughout the Union, 

amending Regulation (EU) No 910/2014 and 
Directive (EU) 2018/1972, and repealing Direc-
tive (EU) 2016/1148 (the “SRI Directive 2”), cre-
ates a common regulatory framework to ensure 
a high level of cybersecurity across the Union, 
known as the NIS2. The directive requires EU 
member states to strengthen their cybersecu-
rity capabilities and introduces cybersecurity risk 
management measures and reporting in critical 
sectors, as well as rules on co-operation, infor-
mation sharing, supervision and enforcement. 
The Directive must be transposed into national 
law by 17 October 2024. 

The rules should apply from 18 October 2024. 
The Directive applies mainly to medium and 
large entities operating in high-criticality sectors, 
which explicitly targets banking and financial 
infrastructures such as credit institutions, trading 
platform operators and central counterparties.

4. Artificial Intelligence

4.1	 Liability, Data Protection, IP and 
Fundamental Rights
As the issues and challenges of artificial intelli-
gence (AI) and big data are similar, the following 
points are common to all of them.

Big Data
Big data technologies have enabled emergence 
of AI, which requires both high computing power 
and large volumes of data to train and test mod-
els. Companies are now looking to integrate AI 
into their business processes and information 
systems. On issues such as image and voice 
recognition, AI innovations have reached an 
advanced level. Consequently, two major issues 
have arisen related to big data: 

•	the protection of personal data; and 
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•	the reuse of public data with the phenomenon 
of “open data”.

For instance, in order to train AI’s system or 
machines to best fit users’ or companies’ needs 
– advertising, internet of things (IoT), etc – AI 
requires a huge amount of data. Nevertheless, 
merging and exploiting several datasets during 
the processes of data mining sometimes deliv-
ers information that can allow the inference of 
very intimate personal information with a very 
high degree of accuracy. As a result, the gov-
ernance arrangements for the collection and 
processing of digital data have very profound 
implications for human rights and accountabil-
ity. On a more practical approach, companies 
may have to collect, process and store personal 
data on databases for business purposes and 
for a certain amount of time. Therefore, some 
warranties have to be given by the companies 
processing such data.

Data Protection
The protection of personal data is ensured by the 
EU General Data Protection Regulation (GDPR), 
implemented in France in the law of 6 Janu-
ary 1978 entitled Informatique et Libertés. The 
GDPR grants rights to users whose data is pro-
cessed, including the rights of rectification, dele-
tion and access in order to give the user control 
over their data. It also obliges data controllers 
to take effective and precise security measures 
to avoid endangering the personal data being 
processed. The obligations of the data control-
lers also include an obligation to minimise data, 
transparency and legitimacy in relation to the 
purpose of the processing. Individuals whose 
data is being collected, processed or stored 
must be informed of the purposes of such pro-
cessing, which must rely on one of the legal 
bases given by the GDPR and embedded in the 
French law.

These rights, and especially the purpose restric-
tion and prior information, must be considered 
when launching a big data project, since it is 
unlikely that the user would have been informed 
of a purpose and processing that had not even 
been envisaged when the data were collected.

In 2022, the French Data Protection Authority 
(the CNIL) issued an online guidance on “AI: 
ensuring GDPR compliance”. The CNIL recom-
mends, among other things, to use data pseu-
donymisation or filtering/masking mechanisms 
when developing an AI system. In January 2023, 
the CNIL also announced the creation of an Arti-
ficial Intelligence Department dedicated to AI 
matters. 

On October 2023, in order to clarify the rules 
applicable in AI, the CNIL published a first set 
of guidelines for the use of AI that complies with 
personal data protection requirements. These 
will be followed by two others, which will supple-
ment them on other issues raised by the AI sec-
tor. Finally, in November 2023, the CNIL selected 
four AI projects aimed at improving public ser-
vices. These winners will receive personalised 
support over a period of several months. The 
CNIL will also be advising four other projects 
that are also of interest in terms of data protec-
tion.

Responsibility/Liability
As AI can take decisions with a degree of auton-
omy, a key legal issue is responsibility/liability. 
As far as no legal regime is in place to deal with 
the liability of a robot or a machine that would 
act according to an autonomous AI process 
(autonomous cars, for example) in France, it 
is then necessary to look for the legal basis in 
the tort liability of Articles 1240 and seq of the 
French Civil Code, which states that any damage 
caused must be remedied by the person who 
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caused it. Regarding tort liability, French law sets 
out three conditions that need to be fulfilled for 
liability to be attributable to a party: 

•	fault;
•	damage; and 
•	a causal link between the two.

The burden of proof lies with the claimant. How-
ever, this regime may not be adequate in that 
its application requires the presence of a legal 
personality.

In this context, the European Commission pub-
lished a white paper on artificial intelligence 
in 2020 and by April 2021 it had issued a pro-
posal for a new regulation on AI (Proposal for 
a regulation of the European Parliament and of 
the Council laying down harmonised rules on 
Artificial Intelligence), for which the legislative 
process is still ongoing. The Commission bases 
its approach on the identification and framing 
of risks related to AI by creating categories 
(unacceptable risk, high risk and non-high risk) 
according to the fields of application concerned. 
Accordingly, AI categorised as having unaccep-
table risks would be prohibited. High-risk AI 
would be permitted subject to compliance with 
certain mandatory requirements and an ex-ante 
conformity assessment. For other non-high-risk 
AI systems, only limited transparency obligations 
would be imposed. In a press release published 
on 9 December 2023, the Council of the Euro-
pean Union claimed to have reached an agree-
ment with the Parliament on the first AI rules in 
the world. The AI legislation harmonises rules for 
AI systems, ensuring they are safe and respect 
EU fundamental rights and values. The final text 
must now be formally adopted by the Council 
and the Parliament, as EU co-legislators. Finally, 
AI legislation is expected to apply from 2026.

On 28 September 2022, the European Commis-
sion (EC) adopted two proposals to adapt the 
liability rules to the digital age. First, the EC pub-
lished a proposal to revise the Directive 85/374/
EEC on liability for defective products to include 
a compensation for damages caused by prod-
ucts like robots, drones, smart home systems 
made unsafe by software update, AI or digital 
services such as software as well as cybersecu-
rity vulnerabilities. Second, the EC published, on 
the same date, a proposal for an Artificial Intel-
ligence Liability Directive (AILD) in order to adapt 
non-contractual civil liability rules to AI systems. 
It lays down consistent rules for aspects of non-
contractual (tort) civil liability in connection with 
damage caused by or with the involvement of 
AI systems. A “presumption of causality” and 
a “right of access to evidence” are additional 
measures provided to consumers in comple-
ment to the Directive on defective products. 

Intellectual Property
Many elements of big data and/or AI systems 
may be protected by intellectual property rights 
(or assimilated), for example, content, algorithms 
under certain conditions, computer programs, 
models, robots, database, etc. It is necessary to 
take into account the type of protection appro-
priate for each element (ie, patent, copyright if 
original and specific form for content, computer 
programs, designs for robots, etc).

Of particular interest is the protection of crea-
tions by AI, since AI is already creating potential 
proprietary content, from works of art to algo-
rithms and computer programs. It is obvious 
that the intellectual property protection system 
is based on human creativity, which will render 
the works of AI difficult to protect under the 
prevailing circumstances. No related case law 
is evident in France but, in the DABUS case, the 
European Patent Office denied patent protec-
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tion of an invention by AI on the grounds that no 
human was named as inventor. 

There are workaround solutions, such as naming 
a physical person as inventor or author, but this 
does not fully solve the issue, and a legislative 
intervention seems necessary on this topic.

Data Economy
Big data and the internet of things (IoT) have 
brought new challenges to consumers as well as 
to companies, but they have also brought new 
opportunities. The EC addressed data access, 
fairness in the digital environment, the stipu-
lation of a competitive market and increasing 
opportunities for data-driven innovation by pro-
posing new rules on who can use and access 
data generated in the EU across all economic 
sectors in February 2022 (the “Data Act”). The 
proposal for the Data Act includes:

•	measures to allow users of a connected 
device to gain access to data generated by 
their devices and the ability to share such 
data with third parties;

•	measures to balance the power between 
SMEs and big companies; and 

•	means for public sector bodies to access and 
use data held by the private sector if excep-
tional circumstances prevail. 

On 27 November 2023, the Council of the Euro-
pean Union finally adopted the Data Act, laying 
down harmonised rules for fair access to and 
fair use of data. It specifies who can access and 
use data generated within the EU in all economic 
sectors. It aims to: 

•	ensure fairness in the distribution of the value 
generated by data between players in the 
digital environment;

•	stimulate the development of a competitive 
data market;

•	open up opportunities for data-driven innova-
tion; and

•	make data more accessible to all. 

Following the formal adoption by the Council, 
the new Regulation will become applicable 20 
months after its effective date. However, the 
requirements for simplified access to data for 
new products will only apply to connected prod-
ucts and related services placed on the market 
32 months after the date of entry into force of 
the Regulation.

5. Internet of Things

5.1	 Machine-to-Machine 
Communications, Communications 
Secrecy and Data Protection
Liability
The question arises as to who is responsible 
in the case of damage caused by a connected 
object. As French law stands, there is no spe-
cific legal framework applicable to liability for 
connected objects or connected robots. Gen-
eral liability rules will then apply. A distinction 
must be made between contractual and extra-
contractual liability. In addition, several liability 
regimes may apply, in particular defective prod-
ucts or the custody of the object.

For instance, if the manufacturer/producer of 
the connected objects does not respect its pre-
contractual information as referred to in Articles 
1112-1 of the French Civil Code and Articles L 
111-1 and seq of the French Consumer Code 
with regard to the substantial characteris-
tics of connected objects, they could be held 
accountable for that omission. However, these 
regimes do not fully meet the challenges related 
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to connected objects and artificial intelligence 
in general. It seems necessary either to adapt 
the existing regimes or to create a specifically 
adapted regime.

In December 2021, the French National Institute 
for Research in Digital Science and Technology 
(INRIA) published a white paper on the internet 
of things (IoT). It defines the scope of the IoT, 
its genesis and its current status, and it identi-
fies the main societal, technical and scientific 
challenges.

It confirms that, at the present time, no spe-
cific regime is being developed for connected 
objects; these are only envisaged in relation to 
personal data. Indeed, the white paper high-
lights the “permanent tension between IoT data 
exploitability and IoT user privacy”.

Data Protection
The French Data Protection Act of 6 January 
1978, amended following the implementation of 
the GDPR, regulates the liability of the various 
actors involved in the data collection, processing 
and storage process. It imposes obligations of 
security and transparency vis-à-vis the data and 
the user for both the data controller and the data 
processor or subcontractor. It also allows indi-
viduals whose data is being collected to access 
their data, modify it or erase it. The difficulty lies 
in the identification of these different actors in 
IoT projects. This can be complicated due to 
the interoperability of the connected objects 
and their communication system allowing them 
to exchange data at any time.

Beyond the obligations imposed by GDPR and 
French data protection law, the Commission 
Nationale Informatique et Libertés (the French 
authority enforcing data protection legislations) 
also recommends proceeding to Data Protec-

tion Impact Assessments when implementing 
IoT projects before processing personal data in 
order to highlight the purposes of the processing 
and the legitimate means of achieving them. It 
also provides guidelines to data subjects using 
connected objects to better protect themselves 
from the risks inherent to the use of IoT. 

Consent
Consent is one of the legal bases for any data 
processing. In IoT devices, it is not always pos-
sible to request consent directly. Therefore, in 
order to implement the GDPR requirements for 
freely given, specific, informed and unambigu-
ous consent, IoT manufacturers must find other 
ways to collect consent.

Cybersecurity
In January 2019, the INRIA published a white 
paper on cybersecurity. This study shows that 
vulnerable connected objects represent a risk 
because a breach in their components can have 
an impact on thousands of people. Breaches 
can thus be exploited to divert objects from their 
main uses, such as involving them in large co-
ordinated cyber-attack (eg, an attack using Mirai 
software).

INRIA has developed SCUBA, a tool which 
automatically evaluates the risk of a connected 
object in its environment. SCUBA allows one to 
audit the security of a connected device in its 
global environment.

For example, SCUBA made it possible to detect 
a security breach between a connected door-
bell and its service in the cloud. The doorbell, 
with a camera, sends a picture of the person at 
your door to the cloud and then sends it to your 
phone. However, this communication between 
the doorbell and the cloud is not encrypted and 
the photo is sent in a clear message, allowing an 
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attacker to intercept the message containing the 
photo and replace it with another one.

On 15 September 2022, the European Commis-
sion proposed a regulation aiming to reinforce 
the security of hardware and software marketed 
in the European Union, and to protect consum-
ers and businesses who purchase or use prod-
ucts or software with a digital component. This is 
the Cyber Resilience Act. At the end of Novem-
ber 2023, the Council and Parliament reached 
a provisional agreement, concerning manufac-
turers’ responsibility in relation to product com-
pliance, the vulnerability treatment process, or 
obligations in terms of product security trans-
parency. In the same context, ANSSI published 
its recommendations on the security of con-
nected objects, which, on the one hand, aim to 
realise an assessment of the security level by 
listing the potential threats that could be faced 
in this industry and, on the other hand, provide 
general technical recommendations to address 
those threats. 

6. Audio-Visual Media Services

6.1	 Requirements and Authorisation 
Procedures
Audio-visual services traditionally cover TV, 
radio and on-demand audio-visual media ser-
vices (AVMS). AVMS include services commonly 
include on-demand video services (VOD), catch-
up television and audio podcasts.

Audio-visual services are subject to the Law 
86-1067 of 30 September 1986 on the freedom 
of communication and regulated by an inde-
pendent administrative authority, the Autorité de 
régulation de la communication audiovisuelle et 
numérique (Arcom since 1 January 2022, for-
merly CSA).

While the requirements and associated proce-
dure for providing an audio-visual service will 
depend on the nature of the service, there are 
general obligations to which all providers are 
subject. Indeed, the Arcom will make sure that 
providers do not undermine the dignity of the 
person or the rights relating to privacy and that 
they comply with specific provisions concern-
ing the protection of minors. In addition, pro-
grammes must promote the use of the French 
language, they must not undermine the protec-
tion of public order, and they must be free from 
any incitement to hatred or violence.

For TV and Radio Providers
The Arcom must grant authorisation to TV and 
radio providers using the network of assigned 
frequencies before they can provide their ser-
vices. Private providers have to participate in 
a call for applications and be selected by the 
Arcom in order to be provided with an assigned 
frequency. The applications must be presented 
by the provider of the services, and must notably 
contain the general and technical characteristics 
of the service, the forecasts of expenditure and 
income and the composition of the applicant’s 
shares, governing bodies and assets.

The provider must also sign an agreement with 
the Arcom, which sets the specific rules applica-
ble to the service, taking into account its cover-
age and its share of the advertising market, as 
well as the compliance with competition rules. 
The authorisation provided by the Arcom may 
not exceed ten years for TV services and five 
years for radio services, but can be renewed up 
to two times without going through a new call 
for application.

For other services provided without using the 
assigned frequencies, the applicable procedure 
will depend on the service. As a principle, such 
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services may be broadcasted only after entering 
into an agreement with the Arcom, defining their 
specific obligations and the contractual penal-
ties available to the regulator for non-compli-
ance. However, services with a budget under 
EUR75,000 for radio and EUR150,000 for TV are 
only required to make a prior declaration rather 
than entering into an agreement.

Finally, distributors of audio-visual services not 
using assigned frequencies (for instance, provid-
ers offering a television “package” service) are 
subject to a prior declaration before distributing 
such services. Such declaration must notably 
include the corporate form, the name or busi-
ness name and the address of the head office 
of the service distributor, the list of services and 
the structure of the offer of services made avail-
able to the public, as well as a letter of intent to 
conclude a distribution agreement from a paid 
television service.

For AVMS Providers
AVMS must be declared to the Arcom prior to 
the provision of such services. The purpose of 
such declaration is to facilitate the identification 
of AVMS, better ensure their regulation and be 
able to verify their obligations. This declaration 
must notably include the description of the ser-
vice and the designation of a responsible person 
and can be completed online.

Requirements for Companies With Online 
Video Channels With User-Generated 
Content
Video-sharing services were traditionally exclud-
ed from the scope of AVMS when the user con-
tent was provided without the editorial control of 
the service provider.

A major reform was conducted at the EU level via 
the revised Audiovisual Media Services Direc-

tive (Directive (EU) 2018/1808 of 14 November 
2018). This Audiovisual Media Services Direc-
tive extends certain audio-visual rules to video-
sharing services, such as YouTube. It has been 
transposed in France by an ordinance dated 21 
December 2020 and published on 23 December 
2020.

In order to be considered as a video-sharing ser-
vice, the service must meet the following condi-
tions:

•	it is provided by means of an electronic com-
munications network;

•	it provides user-created programmes or vid-
eos to inform, entertain or educate as its main 
purpose;

•	it has no editorial responsibility for the con-
tent; and

•	it is related to an economic activity.

Such video-sharing services are subject to spe-
cific obligations. In addition to ensuring that the 
services comply with the general obligations 
regarding content, the Arcom will also have addi-
tional powers – for instance, being in charge of 
dispute resolution between users and providers 
of these services or making sure that these pro-
viders comply with transparency obligations.

Note that these powers are limited to video-shar-
ing platforms which are established in France, 
as the principle of country of origin applies. 
However, video-sharing services established in 
other EU member states may be subject to the 
French system of contributions to the production 
of cinematographic and audio-visual content, 
even though they will remain regulated by their 
country of origin.

Specifically, regarding the possibility for online 
video channels with user-generated content 
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operated by companies to be considered as an 
AVMS, this assessment needs to be made on 
a case-by-case basis. In this respect, the ECJ 
qualified as an AVMS the catalogue of videos 
proposed by an online press website with a con-
tent independent from that of the written press 
articles, since these videos, produced by a local 
television publisher, were comparable to those 
of other services of the same nature (ECJ, 21 
October 2015, C-347/14). On the contrary, the 
ECJ found that a commercial video on a You-
Tube channel could not be considered an AVMS 
as it did not inform, entertain or educate viewers 
(ECJ, 21 February 2018, C-132/17).

In France, the Arcom qualified as AVMS pages of 
radio stations’ websites offering a catalogue of 
video programmes, which constituted an auton-
omous offer of other content (CSA, decision of 
29 May 2013). Similarly, the Arcom considered 
that an online video channel – in this case, a 
YouTube channel, “Les recettes pompettes by 
Poulpe?” operated by a company – qualified 
as an AVMS and was thus subject to the obli-
gations applicable to this category of services, 
notably relating to the protection of young audi-
ences (CSA, decision of 9 November 2016). 
More recently, the Arcom held that the YouTube 
channel of a television channel operated by a 
company also fell under the definition of AVMS 
(CSA, decision of 3 July 2019).

It follows from such decisions that programmes 
offered on video-sharing services (eg, “chan-
nels”) may be considered AVMS should the on-
demand channel include content organised by 
the editor of that service, allowing the user to 
choose from a catalogue of content.

European Media Freedom Act
The European Commission adopted in Septem-
ber 2022 a proposal for the European Media 

Freedom Act to protect media pluralism and 
independence in the EU. It builds on the revised 
Audiovisual Media Services Directive, the Digital 
Services Act, and the Digital Markets Act. The 
European Media Freedom Act is part of the EU’s 
project to promote participation in democracy, 
to address fake news and disinformation and to 
support media freedom and pluralism. The Act 
shall ensure an easy cross-border operation of 
media in the EU internal market. Thus, the focus 
of this legislation lies on the independence (also 
in regard to stable funding) as well as on the 
transparency of media ownership. The Act also 
regulates the protection of independence of edi-
tors and the disclosure of conflicts. The Act fur-
thermore creates a new independent European 
Board for Media Services to act as a watchdog 
for media freedom. Further measures the legisla-
tion wants to implement are safeguards against 
espionage software, transparent state advertis-
ing and the new user right to customise their 
media offer.

On 15 December 2023, the European Parliament 
and the Council reached a political agreement 
on the European Media Freedom Act. These new 
rules will better protect editorial independence, 
media pluralism, ensure transparency and fair-
ness, and bring better co-operation of media 
authorities through a new European Media 
Board. The political agreement is now subject 
to formal approval by the European Parliament 
and the Council. 

7. Telecommunications 

7.1	 Scope of Regulation and Pre-
marketing Requirements
Local telecommunications rules traditionally 
apply to electronic communication networks 
(ECNs) and electronic communication services 
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(ECSs) (Article L 32 of the French Postal and 
Electronic Communications Code).

At an EU level, however, the Directive (EU) 
2018/1972 of the European Parliament and of 
the Council of 11 December 2018 establishing 
the European Electronic Communications Code 
(the “EECC Directive”) modified and updated 
the applicable framework. In France, the EECC 
Directive was transposed by Ordinance No 2021-
650 of 26 May 2021 in application of Article 38 of 
Law No 2020-1508 of 3 December 2020. 

Importantly, the EECC Directive expands the 
definition of ECSs by including so-called “inter-
personal communications services”, defined 
as services normally provided for remuneration 
that enable direct interpersonal and interactive 
exchange of information via electronic com-
munications networks between a finite number 
of persons, whereby the persons initiating or 
participating in the communication determine 
its recipients. Accordingly, and subject to the 
transposition ordinance of the EECC Directive, 
voice-over internet protocol (VoIP) and instant 
messaging falls under the new scope of the tel-
ecommunications rules. This was confirmed by 
Recital 15 of the EECC Directive, and is in line 
with the ECJ’s previous ruling, which considered 
that SkypeOut offering a VoIP service constitutes 
an ECS (ECJ, 5 June 2019, C-142/18).

The qualification of radio-frequency identifica-
tion (RFID) as ECS remains unclear, as it is not 
specifically covered by the new scope of the 
telecommunications rules. However, the French 
telecommunication authority (Autorité de Régu-
lation des Communications Électroniques et des 
Postes or ARCEP) considers RFID technology as 
radio-electric installations, which can be used on 
certain frequencies only and with defined techni-
cal settings.

Applicable Requirements
The declaratory regime for ECSs has been abol-
ished by Ordinance No 2021-650 of 26 May 
2021. The provision and the establishment of 
ECNs is now free subject to compliance with 
rules laid down in Article L 33-1 of the French 
Postal and Electronic Communications Code 
(obligation to notify security incidents to ARCEP, 
net neutrality, interoperability of services, etc).

In France, every operator must pay an adminis-
trative tax under the conditions provided by the 
finance law. It must also pay an additional fee in 
case of use of a specific frequency or the provi-
sion of a specific numbering.

Providers of instant messaging are subject to 
stricter data protection law requirements with 
regard to messages under the Directive 2002/58 
of the European Parliament and of the Council 
of 12 July 2002 concerning the processing of 
personal data and the protection of privacy in 
the electronic communications sector (the “ePri-
vacy Directive”). This Directive notably obliges 
member states to ensure the confidentiality of 
communications and the related traffic data by 
means of an ECN or ECS through national leg-
islation. For example, traffic data relating to sub-
scribers and users processed and stored by the 
provider of a public communications network 
or publicly available electronic communications 
service must be erased or made anonymous 
when no longer needed with regard to Article 6 
of the ePrivacy Directive.
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8. Challenges with Technology 
Agreements

8.1	 Legal Framework Challenges
Parties’ Level of Expertise
Most issues arising from information technology 
(IT) service agreements relate to late or wrong 
performance of the parties’ respective contrac-
tual obligations. Given the technical aspect of an 
IT service agreement, the allocation of respon-
sibilities between the parties is key. In many 
instances, customers are not very familiar with 
the technology supplied by the service provider, 
which is therefore subject to an obligation of 
advice and information during the negotiation 
(Article 1112-1 of the Civil Code) and the per-
formance of the agreement (Article 1104 of the 
Civil Code). This obligation implies:

•	an obligation to provide information (the 
service provider must inform itself about the 
customer’s needs and wishes); and 

•	an obligation to warn (eg, in the event the 
service provider considers that the custom-
er’s expectations are unlawful or risky, it has 
a duty to inform the customer and may even 
refuse to contract with the customer on this 
basis). 

As for the customer, it has a duty to collaborate 
with the service provider.

Furthermore, in 2016, French law extended 
the protection against unfair clauses to all 
pre-formulated standard agreements (contrat 
d’adhésion), including B2B agreements. Some 
IT service agreements may qualify as such 
pre-formulated standard agreements provided 
customers cannot negotiate their content. The 
terms of these agreements may be considered 
unfair if they create a significant imbalance 
between the rights and obligations of the parties. 

As a consequence, the unfair clauses may be 
deemed unwritten and therefore unenforceable. 
If the unenforceable clause is essential, then the 
IT service agreement as a whole may also be 
unenforceable.

Liability of the Service Provider
One of the main challenges in IT services agree-
ments is to assess the existence and the extent 
of the provider’s liability, as providers usually 
tend to impose an exclusion or a limitation of 
liability clause. It is thus strongly recommended 
to clearly indicate whether providers are subject 
to a performance obligation (where the provider 
must reach a specific result) or an obligation of 
best efforts.

Providers may try to exclude or limit their liability 
by excluding indirect damages; such exclusion 
is authorised under French law, although provid-
ers will try to have a broad definition of “indirect 
damages” to include loss of data, loss of clients, 
breach of data privacy, etc. Unless these liability 
clauses deny the essential obligation of the pro-
vider – in which case they are prohibited – liabil-
ity clauses (including the amount of the liability 
cap, if any) are often one of the key topics of the 
parties’ service agreement negotiations.

However, because the parties may not have the 
same bargaining power, especially when cus-
tomers are consumers or businesses with no 
IT expertise or when the product is complex or 
customised, those clauses may be more easily 
challenged and unenforceable. In order to better 
identify providers’ contractual breach, custom-
ers would be advised to detail their needs as 
much as possible and to set out clear specifi-
cations in terms of performance (eg, through a 
service level agreement) or in terms of timeframe 
(eg, including provision for liquidated damages). 
On 23 November 2018 (No 15/19053), the Paris 
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Court of Appeal handed down a decision con-
firming that, when an IT project involves the 
integration of software, an obligation of result 
cannot be imposed on the service provider, 
unless otherwise stipulated in the contract (in 
this case, the customer was claiming an obliga-
tion of result with regard to the installation of 
the software proposed by the service provider), 
since the success of the project largely depends 
on the active collaboration of the customer at 
each stage of its implementation.

Service Level
In order to assess whether the service provider 
has complied with its obligations under IT ser-
vice agreements, in particular its obligation to 
reach a specific result, the parties usually agree 
on service levels and a quality assurance plan. 
This implies the definition of key performance 
indicators and the payment of penalties in the 
event those indicators are not met.

Changes in the Economic Situation of the 
Parties
The COVID-19 pandemic has recently illustrated 
that, in some cases, the parties’ economic situ-
ations may change and that IT service agree-
ments may need to be adjusted accordingly. 
Article 1195 of the Civil Code allows a party to 
any agreement, if a change in circumstances – 
unforeseeable at the time of the conclusion of 
the agreement – makes performance excessive-
ly onerous for such party that had not agreed to 
assume the risk, to request a renegotiation of the 
agreement with the other party. Note, however, 
that parties may agree not to apply Article 1195.

Specific IT Service Agreements
With respect to software licence agreements, 
one of the main issues is whether the licensee 
is allowed to repair or correct any bug – in other 
words, whether the licensee may perform, or 

have performed by a third party, the mainte-
nance of the software, or if such maintenance 
must/can only be carried out by the licensor. 
French law allows software editors to retain the 
right to correct bugs, which creates serious dif-
ficulties for licensees that have not entered into a 
maintenance agreement with the editor/licensor.

In the event a customer enters into a licence 
agreement and a maintenance agreement (and/
or any other IT service agreements) with the 
same service provider, those agreements may 
or may not be interdependent. It is therefore 
highly recommended to provide contractually 
whether the expiration or early termination of 
one IT service agreement automatically puts an 
end to the other IT service agreements. Once IT 
service agreements are terminated or expired, 
customers will often enter into new IT service 
agreements with third parties, in which case it is 
key to ensure that a reversibility clause will allow 
customers to benefit from a smooth transition 
from a service provider to another.

In relation to bug fixing by decompilation, the 
Court of Justice of the European Union recently 
held, concerning a licensee who had decom-
piled a part of a software in order to disable a 
defective function, that such decompilation was 
lawful. The Court also stated that decompilation 
must be subject to a certain number of condi-
tions (necessity, absence of specific contractual 
provisions, decompilation for the sole purpose 
of error correction). It therefore seems appropri-
ate to regulate decompilation for the purpose 
of error correction through the contract, as well 
as through the maintenance terms implemented 
by the editor (CJEU, 6 October 2021, C-13/20).
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9. Trust Services and Digital 
Entities

9.1	 Trust Services and Electronic 
Signatures/Digital Identity Schemes
Electronic Signatures
Electronic signatures are governed by the EU 
regulation on electronic identification and trust 
services for electronic transactions of 2014 (the 
“eIDAS Regulation”) and the French Civil Code. 

Three categories of electronic signatures exist 
pursuant to the eIDAS Regulation. Advanced 
electronic signatures are electronic signatures 
that meet the requirements set out in Article 26 
of the eIDAS Regulation. Qualified electronic sig-
natures are advanced electronic signatures that 
are created by a qualified electronic signature 
creation device and based on a qualified certifi-
cate for electronic signatures. Simple electronic 
signatures are electronic signatures that are nei-
ther qualified nor advanced. 

Article 25(1) of the eIDAS Regulation specifies 
that electronic signatures shall not be denied 
legal effect and admissibility as evidence in legal 
proceedings solely due to their electronic form 
or because they do not meet the requirements 
for qualified electronic signatures (non-discrim-
ination principle). Article 25(2) of the eIDAS 
Regulation indicates that a qualified electronic 
signature shall have the equivalent legal effect of 
a handwritten signature (functional equivalence 
principle).

Article 1367 of the French Civil Code indicates 
that an electronic signature must use a reliable 
identification process guaranteeing its link with 
the document to which it is attached. Article 1 
of Decree No 2017-1416 of 28 September 2017 
further specifies that qualified electronic signa-
tures under the eIDAS Regulation are presumed 
to be reliable.

Further guidance on electronic signatures is 
available on the website of the French National 
Cybersecurity Agency (Agence nationale de la 
sécurité des systèmes d’information or ANSSI).

Electronic Identification
Article L 102 of the French Postal and Electronic 
Communications Code establishes the frame-
work for electronic identification to online ser-
vices in France as well as the presumption of 
reliability of electronic means of identification 
and the procedures for their certification.

The security requirements applicable to these 
electronic means of identification are based 
on the provisions of the eIDAS Regulation and 
the associated Implementing Regulation No 
2015/1502. Decree No 2022-1004 of 15 July 
2022 sets out the conditions for the certifica-
tion by ANSSI of electronic identification means 
as well as the specifications for establishing the 
presumption of reliability of these means. Fur-
ther guidance on electronic identification is avail-
able on the ANSSI website, including a reference 
of security requirements of 11 August 2022.
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